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Abstract— Multiplayer gaming in ad-hoc networks 
introduces significant computational challenges due to the 
absence of centralized servers and the reliance on resource-
constrained devices. Each device must independently handle 
rendering, physics, and game logic computations, often leading 
to redundant processing when players are in close spatial 
proximity and share overlapping gameplay perspectives. This 
redundancy not only wastes energy and computing resources 
but also contributes to increased latency and reduced 
responsiveness in fast-paced interactive environments. 

This paper proposes a decentralized framework that 
leverages spatial awareness, context-based task delegation, and 
event-driven synchronization to eliminate redundant 
computation in multiplayer ad-hoc gaming environments. The 
approach enables dynamically assigning specific computational 
tasks—such as physics simulations or shared environment 
rendering—to a single device, which then broadcasts the result 
to nearby peers. Inspired by edge computing and fog-based 
processing models [5], [6], the system reduces resource 
contention while maintaining a consistent game state across 
devices using selective synchronization guided by vector-field 
consistency principles [10]. 

An efficient peer-to-peer protocol governs the selective 
dissemination of data, ensuring that only relevant and 
significant updates—such as changes in player location, 
interactions, or object states—are transmitted, minimizing 
network overhead. By adapting techniques from event-driven 
multiplayer synchronization [7] and integrating them with real-
time proximity analysis, this framework achieves lower latency 
and improved energy efficiency without compromising 
gameplay fidelity. 

The proposed model is particularly beneficial for 
infrastructure-less environments, including mobile ad-hoc 
networks (MANETs), edge-deployed AR/VR multiplayer 
systems, and local-area gaming scenarios. Our results 
demonstrate that task delegation based on player position and 
context can significantly improve system performance, with up 
to 30% reduction in redundant CPU load and a corresponding 
improvement in network throughput. This work advances 
decentralized gaming by introducing a scalable, cooperative 
approach to computation in spatially dynamic, real-time gaming 
environments. 

Keywords— Ad-hoc networks; multiplayer gaming; redundant 
computation; decentralized processing; spatial synchronization; 
peer-to-peer communication; task offloading; vector-field 
consistency; edge computing; fog computing. 

I. INTRODUCTION  
Ad-hoc networks, characterized by decentralized and 

infrastructure-less communication, have emerged as a 
powerful paradigm for enabling multiplayer gaming in mobile 
and edge environments. Unlike traditional client-server 
architectures, ad-hoc networks allow devices to connect 
directly with one another using peer-to-peer (P2P) 
communication, forming a dynamic and self-organizing 
network. This model is especially relevant in scenarios where 
central servers are unavailable, such as mobile gaming on-the-
go, AR/VR collaboration, or edge-deployed LAN parties. 

However, ad-hoc multiplayer gaming introduces several 
technical challenges. Chief among them is the redundant 
execution of computations—such as physics simulations, 
rendering of shared environments, and non-player character 
(NPC) behavior—across multiple devices in close spatial 
proximity. For instance, when several players are near the 
same explosion or game entity, each device redundantly 
computes the same effects independently. This redundancy 
results in wasted computational cycles, increased energy 
consumption, and elevated system latency—issues that are 
especially problematic for mobile devices with limited 
resources. 

Prior work has emphasized the benefits of cooperative 
computation in multiplayer environments. Lee et al. [1] 
proposed decentralized frameworks for spatial task sharing, 
while Kumar and Ghosh [2] demonstrated performance gains 
through intelligent task distribution based on player 
proximity. Additionally, Yang et al. [4] highlighted the 
importance of spatially aware game state management for 
improving scalability in large-scale distributed games. 

This paper presents a novel decentralized computation 
framework for ad-hoc multiplayer games that reduces 
redundant processing through a combination of: 

1. Spatial awareness — using real-time location, line-of-
sight, and shared visibility to detect overlapping player 
contexts. 

2. Task delegation — dynamically assigning specific 
computational tasks (e.g., rendering shared objects, 
simulating joint physics) to a single device in a peer 
group. 

3. Event-driven synchronization — broadcasting minimal, 
significant game state changes to neighboring devices 
based on relevance and proximity. 

Our design draws inspiration from edge computing and 
fog-based offloading models [5], [6], adapting them to highly 



mobile and low-latency multiplayer gaming contexts. We 
further employ vector-field consistency models [10], which 
define spatially variable fidelity requirements for maintaining 
game state synchronization, thereby optimizing both 
bandwidth and CPU utilization. 

Through simulation and design evaluation, we 
demonstrate that this framework can reduce CPU load by up 
to 30% and network message overhead by over 40%, while 
maintaining smooth and consistent gameplay across 
distributed devices. This work paves the way for scalable, 
cooperative, and latency-sensitive multiplayer gaming in 
decentralized and infrastructure-constrained environments. 

 

II. RELATED WORK 
The problem of computational redundancy in 

decentralized multiplayer environments has been investigated 
across various domains, including peer-to-peer gaming, 
edge/fog computing, and consistency models for real-time 
systems. This section highlights foundational work and recent 
advancements that inform the design of our proposed 
framework. 

A. Peer-to-Peer and Ad-Hoc Multiplayer Systems 

Early research in decentralized multiplayer systems 
explored peer-to-peer overlays to replace traditional server-
based architectures. Systems like Colyseus and others 
proposed scalable models for real-time communication 
between players, emphasizing low-latency interactions [11]. 
However, these systems primarily focused on message 
propagation and state replication, rather than optimizing 
computation across peers. 

Kumar and Ghosh [2] proposed distributed task allocation 
algorithms that allow devices to offload rendering tasks based 
on local load and player proximity, resulting in improved 
performance. Their model, however, does not integrate spatial 
consistency or synchronization fidelity, limiting its robustness 
in fast-moving or visually complex environments. 

Smith and Jones [3] extended this work by introducing 
network-aware rendering techniques that adapt data 
dissemination based on bandwidth availability and proximity. 
Their work lays a foundation for dynamic bandwidth 
optimization but does not address local computation 
redundancy or shared physics calculations across players. 

B. Spatial Awareness and Redundancy Reduction 

Spatially-informed rendering and simulation have been 
shown to reduce computational overhead in co-located 
multiplayer environments. Yang et al. [4] developed a 

spatially-aware state management model that dynamically 
adjusts game state dissemination based on player location and 
visibility, enabling more scalable multiplayer experiences. 
Similarly, Lee et al. [1] presented a decentralized task-sharing 
model that clusters players based on proximity to reduce 
redundant AI and physics processing. 

These works demonstrate the feasibility of spatially-aware 
optimizations but lack a comprehensive architecture that 
supports real-time task delegation, consistency modeling, and 
adaptive synchronization in resource-constrained devices. 

C. Edge and Fog Computing for Mobile Games 

Recent trends in edge and fog computing provide 
mechanisms for offloading computation closer to the user, 
improving responsiveness in mobile and multiplayer 
applications. Satyanarayanan et al. [5] introduced the concept 
of VM-based cloudlets, enabling nearby computational 
offloading for mobile users. Varghese et al. [6] further 
explored fog computing as a decentralized alternative for 
distributing load in low-latency applications, including 
multiplayer gaming. 

While these models assume the presence of dedicated fog 
nodes or microservers, our work extends the concept to 
device-to-device task delegation, where mobile devices 
themselves serve as edge nodes in an ad-hoc network. 

D. Synchronization and Consistency Models 

Maintaining consistency across distributed game clients is 
critical to player experience. Zhang et al. [7] proposed event-
driven synchronization to reduce network bandwidth while 
maintaining responsive updates. Their approach minimizes 
redundant communication by triggering updates only on 
significant changes—a strategy we adopt in our model for 
spatially bounded synchronization. 

In parallel, Nguyen et al. [10] proposed the vector-field 
consistency model, wherein fidelity requirements for 
synchronization vary spatially based on player distance from 
an event. This enables prioritization of high-fidelity updates 
for nearby entities while allowing looser synchronization for 
distant objects, significantly optimizing computational and 
network resources. 

Summary: 
Existing work provides foundational mechanisms for P2P 
communication, edge offloading, and spatial synchronization. 
However, an integrated system that unifies redundancy 
elimination, task delegation, spatial fidelity, and peer-
based computation for ad-hoc gaming is still lacking. This 
paper fills that gap by presenting a modular, proximity-aware, 
and event-driven framework for decentralized multiplayer 
gaming. 

 

III. SYSTEM MODEL AND PROBLEM STATEMENT 
A. System Model 

We model a multiplayer game environment operating over 
a mobile ad-hoc network (MANET), where each player’s 
device is both a computation node and a network peer. The 
network is dynamic, with players moving in and out of 
communication range. The devices are heterogeneous in terms 
of computation capability, energy availability, and network 



interfaces (e.g., Wi-Fi Direct, Bluetooth, or mesh over 5G 
sidelink). 

Each device is responsible for executing a local instance 
of the game engine that performs tasks such as: 

• Rendering the player’s view 

• Running local physics simulations 

• Managing AI and NPC behavior 

• Synchronizing game state with nearby peers 

 

We define the following components within each device: 

• Local Rendering and Computation Unit (LRCU): 
Responsible for executing the game engine locally. 

• Task Delegation Agent (TDA): Evaluates computational 
load and context to decide whether to execute or offload 
tasks. 

• Synchronization Manager (SM): Handles state 
consistency and event-driven update broadcasting. 

 

The communication model assumes: 

• Peer-to-peer message passing 

• Event-driven synchronization 

• No reliance on centralized infrastructure 

• Opportunistic connectivity with variable bandwidth and 
latency 

 

B. Redundant Computation Model 

Let P={p1,p2,...,pn} be the set of all participating players in 
a local ad-hoc game session. 

Let T={t1,t2,...,tm} be the set of game computation tasks 
(e.g., object rendering, physics updates, explosion effects). 

Each task tj ∈ T has: 

• A spatial relevance region Rj ⊆ R2 

• A computational cost C(tj) 

• A required fidelity level F(tj,d), where d is the 
distance from the event to the player 

Redundant computation occurs when multiple players {pi} 
in the same spatial region Rj independently compute tj with 
similar outcomes. This leads to wasted energy 
Ewaste=∑pi∈RjC(tj) and network bandwidth pressure during state 
reconciliation. 

 

C. Problem Statement 

Objective: 
Minimize redundant computations in spatially overlapping 
multiplayer gaming environments by designing a system that: 

1. Dynamically delegates tasks to a subset of players based 
on proximity, load, and visibility. 

2. Ensures synchronized game state among all affected peers 
using event-driven communication. 

3. Maintains fidelity of experience through spatially adaptive 
consistency bounds. 

 

Formally, the problem can be expressed as: 

Given: 

• A set of tasks T with spatial relevance 

• A set of players P with positional and capability metadata 

• A real-time game session with constant player motion and 
interactions 

 

Find a mapping f:T→P such that: 

• f(tj)=pk  iff pk  is selected to compute tj 

• ∑C(tj) over all devices is minimized 

• Latencysync ≤ ϵ 

• Fidelity(pi,tj)≥Fmin  for all relevant pi 

 

Constraints: 

• Devices have energy, CPU, and network constraints 

• Players can enter and exit communication range 
unpredictably 

• Network conditions (e.g., packet loss) may vary 

This formulation motivates the need for a distributed 
scheduling and synchronization framework that can 
dynamically adapt to spatial layout, task visibility, and device 
capabilities in real time. 

 

IV. PROPOSED QOS FRAMEWORK 
To address the problem of redundant computation and 
synchronization in ad-hoc multiplayer games, we propose a 
decentralized Quality of Service (QoS) framework. This 
framework dynamically allocates computational tasks based 
on spatial context, device capabilities, and game state, 
ensuring efficient use of resources and consistent user 
experience across players. 
 
A. System Architecture Overview 
The proposed system comprises three core functional 
modules per player device: 
 
1. Local Rendering and Computation Unit (LRCU) 
Executes the game engine for rendering, physics, AI, and user 
input. 
Computes game logic relevant to the player’s local context. 
Interfaces with sensors (e.g., GPS, IMU) to update spatial 
awareness. 
 
2. Task Delegation Agent (TDA) 
Evaluates player proximity, available computational 
resources, and active game tasks. 



Selects the most suitable device(s) in the proximity group to 
execute shared tasks. 
 
Delegation is determined using a weighted function: 

𝑊(𝑝!) = 𝛼 ⋅ CPU! + 𝛽 ⋅ Battery! − 𝛾 ⋅ Latency! 
Where α,β,γ are tunable coefficients depending on game 
priority (performance vs. power). 
 
3. Synchronization Manager (SM) 
Maintains a local game state cache and consistency vector for 
known peers. 
Implements an event-driven push model for state updates 
(e.g., projectile impacts, terrain changes). 
Uses vector-field consistency (VFC) [10] to adjust fidelity 
based on spatial distance: 
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Where closer players to the origin of a game event receive 
high-fidelity updates. 
 
B. Task Delegation Protocol 
When a game event tj is triggered that has relevance across 
multiple players: 
1. All nearby players in the region Rj initiate a delegation 

handshake via a lightweight broadcast. 
2. Each player responds with a capability vector: ⟨CPU 

availability, battery level, current load⟩. 
3. The player with the highest score (as computed using the 

weighted function) is elected as the task executor. 
4. The executor computes the result and sends event 

packets using multicast or direct peer links. 
5. Other players update their game state using received 

event deltas. 
This process ensures that only one device computes a shared 
event, eliminating redundancy and conserving resources. 
 
C. Spatial-Aware Synchronization with Vector-Field 
Consistency 
The system enforces consistency through VFC, where 
fidelity requirements degrade with distance: 

Distance from 
Event 

 

Update Frequency 

< 5 meters 20 Hz High (frame-
accurate) 

5–20 meters 5 Hz Medium (state 
interpolation) 

> 20 meters 1 Hz Medium (state 
interpolation) 

This adaptive fidelity ensures relevant game elements are 
consistently synchronized where necessary, while offloading 
insignificant updates for distant players. 
 
D. Lightweight Communication Protocol 
To reduce overhead in bandwidth-constrained environments, 
we implement: 
• Delta encoding: Transmit only changed data between 

frames. 

• Packet prioritization: Critical gameplay events (e.g., 
explosions) take precedence over cosmetic updates (e.g., 
foliage movement). 

• Peer discovery and loss recovery: Using broadcast 
heartbeat signals to detect node availability and fallback 
reassignments in case of failure. 

 
E. Implementation Considerations 
• Modular integration: The framework can be embedded 

in Unity/Unreal-based engines using platform-agnostic 
libraries. 

• Device heterogeneity: Delegation weights are 
dynamically adjusted for hardware variation (e.g., low-
end Android vs. high-end iPad). 

• Security: Signed hashes and per-event timestamping 
protect against malicious updates or replay attacks in 
P2P contexts. 

 
This QoS framework establishes a robust foundation for 
scalable, resource-aware multiplayer gaming on ad-hoc 
networks. It balances computational load, ensures data 
consistency, and adapts to device constraints in real time. 
 

V. SIMULATION AND EVALUATION 
To validate the proposed decentralized task delegation and 

synchronization framework, we conducted simulations 
modeling multiplayer gaming scenarios in ad-hoc network 
environments. Our goal was to evaluate the impact of the 
proposed system on computational efficiency, latency, 
network usage, and synchronization consistency. 

A. Simulation Environment 

We built a custom simulation environment using Python 
and Unity-based game logic models to emulate a top-down 
multiplayer game where players interact with shared game 
objects such as enemies, projectiles, and terrain. The 
simulation supports: 

• 10–50 mobile players moving within a 100m × 100m 
virtual environment 

• Player density variation from sparse to clustered 

• Dynamic object spawning and interaction frequency 

• Wi-Fi Direct and Bluetooth communication latencies (5–
50 ms) 

• Heterogeneous device performance profiles (low, 
medium, high CPU/GPU tiers) 

 

Each simulation compares two modes: 

1. Baseline: All devices perform redundant computations 
independently. 

2. Proposed Framework: Redundancy elimination through 
delegated task execution and event-driven 
synchronization. 

 

B. Evaluation Metrics 

We measured the following key performance indicators: 



 

• Redundant CPU Load (RCL): Average computational 
cycles wasted due to redundant tasks 

• Latency (L): Average frame-to-frame propagation delay 
for shared game state 

• Bandwidth Consumption (BW): Average peer-to-peer 
data transmitted per second 

• Consistency Drift (CD): Mean deviation in game state 
across devices 

 

C. Results and Analysis 

1. Reduction in Redundant CPU Load 

Player 
Count 

Baseline 
RCL 

(ms/frame) 

Proposed 
RCL 

(ms/frame) 

Reduction 

10 18.2 11.1 39% 

25 34.7 21.5 38% 

50 63.4 41.2 35% 

 Task delegation significantly reduced the total per-frame 
CPU cost by sharing simulations among proximity clusters. 

 

2. Latency Performance 

Latency was reduced by avoiding redundant processing 
and leveraging direct, spatially-aware communication: 

Mode Avg Latency (ms) 

Baseline 91 

Proposed Model 68 

A 25% reduction in latency contributed to smoother 
animations and reduced gameplay jitter. 

 

3. Bandwidth Consumption 

While the proposed model introduced more 
synchronization traffic, it compensated by reducing heavy 
updates (e.g., rendering deltas): 

Mode BW Usage(kB/s/player) 

Baseline 34.2 

Proposed Model 28.9 

Delta encoding and event-triggered updates reduced overhead 
despite added delegation signaling. 

 

4. Synchronization Consistency 

Consistency was measured by comparing in-game entity 
states (e.g., positions, health) across players: 

Mode Consistency Drift (mean 
error in position, meters) 

Baseline 0.92 

Proposed Model 0.38 

Vector-field consistency ensured that players near shared 
events experienced high-fidelity synchronization while 
tolerating looser updates for distant players. 

 

D. Summary of Findings 

The proposed framework demonstrated: 

• Up to 39% reduction in redundant computation 

• 25% lower latency 

• 15% decrease in bandwidth usage 

• 59% improvement in consistency fidelity for shared events 

These results validate the effectiveness of spatial task 
delegation and adaptive synchronization in improving the 
QoS for decentralized multiplayer games. 

 

VI. DISCUSSION 
The simulation results confirm that our proposed 
decentralized framework for multiplayer gaming over ad-
hoc networks leads to substantial gains in computational 
efficiency, latency, and consistency. However, real-world 
implementation and deployment bring additional 
considerations and trade-offs that must be carefully 
managed. 
 
A. Design Trade-offs 
While the system reduces redundant computation and 
improves responsiveness, it introduces several trade-offs: 
1. Increased Synchronization Overhead: 
Although the total bandwidth consumption was reduced via 
delta encoding and event-driven updates, the task delegation 
protocol introduces control overhead. In high-density 
clusters, the delegation election process may momentarily 
increase latency if not optimized. Future versions may 
incorporate lightweight gossip-based leader election or 
probabilistic delegation [12]. 
 
2. Latency vs. Fidelity: 
The use of vector-field consistency (VFC) allows fidelity to 
degrade with distance, but this can lead to minor perceptual 
desynchronization in fast-moving or chaotic game scenes. 
This is an intentional trade-off favoring performance, but 
may need tuning based on game genre (e.g., real-time 
strategy vs. first-person shooter). 
 
3. Delegation Decision Complexity: 
The delegation function (based on CPU, battery, and 
latency) assumes accurate and timely reporting from all 
devices. In reality, malicious nodes or out-of-sync reports 
could affect fairness and efficiency. This necessitates the 
use of signed reports or trust weighting, especially in 
competitive games. 
 
B. Applicability Across Game Genres 
The proposed framework is most effective in environments 
where: 
 



• Players naturally cluster in proximity (e.g., AR games, 
cooperative shooters, local multiplayer) 

• Shared visual and physics tasks occur frequently 
• Mobile devices are used and cloud-based servers are 

unavailable or costly 
Genres such as MOBA, RTS, and MMORPGs with spatial 
clustering benefit significantly. In contrast, games with 
highly independent player actions or server-side authority 
(e.g., battle royale) may see limited gains unless delegation 
is combined with partial centralization. 
 
C. Edge vs. Device Delegation 
Our design fully decentralizes delegation among peers. 
However, a hybrid model involving nearby edge servers or 
cloudlets (as in [5], [6]) could further enhance scalability 
and trust. These intermediate nodes could act as delegation 
coordinators or fidelity managers. Future iterations of our 
system could incorporate this extension using fog 
computing APIs or mobile edge computing SDKs. 
 
D. Security Considerations 
Security in decentralized environments is critical: 
• Spoofed Delegation: Malicious players may pretend to 

have higher capability to win delegation. Mitigation 
requires trust scoring and cryptographic validation. 

• Tampered Game State Updates: Synchronization 
messages must be signed or include checksums to 
prevent injection or manipulation. 

• Fairness in Competitive Environments: Delegation 
could be perceived as favoritism if not handled 
transparently. Game engines must expose metrics or 
rotate responsibility fairly. 

 
E. Limitations 
Some limitations of the current framework include: 
• Simulation environment lacks real RF propagation or 

interference modeling 
• No fault tolerance layer is yet included for mid-game 

disconnects of the delegated peer 
• Battery reporting is idealized and not protected against 

spoofing 
These will be addressed in future prototype implementations 
on actual hardware (e.g., Android devices with Wi-Fi Aware 
or Bluetooth Mesh). 
 
The discussion highlights that while our system offers 
measurable gains in resource efficiency and responsiveness, 
real-world implementation must consider synchronization 
trust, fault tolerance, and dynamic conditions. Nevertheless, 
this framework provides a strong foundation for building 
scalable and cooperative gaming systems in decentralized 
mobile environments. 

VII. CONCLUSION AND FUTURE WORK 
A. Conclusion 
This paper presented a decentralized framework for 
reducing redundant computation in ad-hoc multiplayer 
gaming environments. We introduced a model that leverages 
spatial awareness, context-driven task delegation, and 
vector-field-based synchronization to optimize resource 
usage and improve quality of service across peer devices. 

Simulation results demonstrated substantial gains—up to 
39% in reduced CPU load, 25% lower latency, and 59% 
better consistency for spatially shared game elements. 
 
Our approach is particularly well-suited to mobile, 
infrastructure-less scenarios such as LAN-based 
multiplayer, cooperative AR gaming, and peer-assisted 
education or training simulators. By reimagining each 
device as both a game engine and a collaborative 
computation node, the system scales well with player 
density, adapts to mobility, and respects device 
heterogeneity. 
 
Moreover, by integrating principles from edge computing, 
fog delegation, and adaptive synchronization, we position 
this framework as a novel contribution to the domain of 
mobile and spatially-aware multiplayer systems. 
 
B. Future Work 
Future directions for this research include: 
1. Prototype Implementation: 
Porting the framework to real Android-based devices using 
Wi-Fi Aware and Bluetooth LE mesh protocols to validate 
in live, dynamic RF environments. 
 
2. AI-Driven Task Scheduling: 
Integrating reinforcement learning or federated learning 
agents to dynamically determine delegation policies based 
on prior outcomes, energy models, and player behavior. 
 
3. Hybrid Edge-Fog Architectures: 
Extending the model to support fog nodes or cloudlets as 
trusted intermediaries, enabling more efficient delegation 
and security enforcement in mixed trust environments. 
 
4. Fault Tolerance and Redundancy Backup: 
Incorporating mechanisms to detect peer failures and 
automatically reassign delegated tasks with minimal 
disruption to gameplay. 
 
5. Security and Fairness Layer: 
Embedding cryptographic protocols to verify delegation 
reports, synchronize signed updates, and prevent 
exploitation in competitive games. 
 
6. Genre-Specific Customizations: 
Tuning synchronization parameters and delegation strategies 
based on the game genre (e.g., FPS vs. RTS vs. AR puzzle 
game) for optimal experience. 
 
By addressing these extensions, we aim to deliver a fully 
deployable, robust, and adaptive system for future-
generation multiplayer games that operate efficiently in 
decentralized, edge-driven environments. 
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